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GENERAL CHARACTERISTICS OF THE DISSERTATION 

Timeliness of the issues 

This dissertation develops and applies both classical and state-of-the-art intelligent machine 

learning (ML) methods for statistical modeling and data analysis in the applied field of foreign 

exchange and financial markets. 

The results of the research, modeling, analysis and forecasting of the financial and foreign 

exchange markets are widely used in the daily activities of a number of participants both in these 

markets and in all other economic areas. In order to increase the quality of the decisions made, 

their scientific validity, systematicity and credibility, in recent years, an increasingly intensive 

application of statistical modeling, primarily with intelligent methods, has been observed. 

Along with this, in a scientific-applied aspect, there are a number of current tasks for the further 

development of modeling and the study of time series. They arise from the fact that in order to 

obtain adequate forecasts of the investigated dependent variable forward in time, it is necessary to 

have values of the predictors in the same future time period. In addition, predictors are often 

completely missing or very difficult to find. Another difficult but important issue for practice is 

the identification of the factors that have the strongest influence in the forecasting process..  

 

A main goal and tasks of the dissertation work 

The main goal of the present dissertation is the development and application of new 

approaches to modeling time series based on stochastic and powerful intelligent methods for the 

study, analysis and forecasting of currency financial markets. 

The object of the research is actually existing historical data from the financial markets and 

systems, used as a basis for forecasting their future movements, values and dynamics, as well as 

for determining effective investment strategies in current financial systems and software. 

To achieve the set goal of the dissertation work, the following tasks were formulated: 

 

1. Development of a general framework for modeling univariate and multivariate time series 

with intelligent methods based on machine learning. 

2. Study of time series from the sphere of currency financial markets and development of 

methods for selecting predictors for the purpose of short-term future forecasts. 

3. Application of ensemble methods for modeling and forecasting one-dimensional time 

series for deposits in foreign currency of Bulgarian citizens. 

4. Application of ensemble methods for modeling multidimensional time series for exchange 

rates and macroeconomic indicators. 

5. Development of a hybrid approach with ARIMA correction for modeling fluctuations in 

citizens' bank deposits. 

 

Scientific hypotheses 

1. Application of the developed framework for analysis and modeling of one-dimensional 

time series with bank deposit data.  

2. Obtaining a preliminary estimate and predicting the dynamics of the EUR/USD exchange 

rate forward in time by modeling, analyzing and forecasting multidimensional time series 

for financial data of a stochastic nature. 

3. Establishing the dependence of exchange rates on various main macroeconomic indicators 

such as the main interest rate (PRI), gross domestic product (GDP), inflation, yield on 10 

years. public debt and others. 
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Structure of the dissertation  

The dissertation contains an introduction, 4 chapters, a conclusion, a declaration and a 

bibliography with a total volume of 160 printed pages. 

In Chapter 1, the main elements and stages of statistical modeling are presented, the 

application area is defined, a detailed literature review is made on the subject of the dissertation, 

the methods used are explained, the auxiliary software is indicated, and the goals and tasks of the 

research are formulated. 

In Chapter 2, the developed general framework of the research is described, a new approach 

is developed for modeling and forecasting one-dimensional time series from the financial sector 

with official bank data from the Bulgarian National Bank for the short-term deposits of Bulgarian 

citizens in USD currency. The approach consists in a detailed study of the autoregressive and 

partial autoregressive functions (ACF and PACF) of the initial time series, considered as the 

dependent variable, in order to identify possible predictor series. The presence of multicollinearity 

between the found predictors and the type of distribution is investigated. Using the candidate 

predictors, models are built with the CART Ensembles and Bagging (EBag) machine learning 

ensemble method. EBag models are built and evaluated in two cases – with pre-transformation of 

the data to improve the distribution towards normality and without transformation of the data. 

Examination of the order, ACF, and PACF indicated the possibility of using 6 lagged variables and 

a first-order trend as candidate predictors. To satisfy the ARIMA conditions, the initial time series 

was transformed with the Yeo-Johnson formula. A benchmark ARIMA(6,1,1) model was built and 

tested. For modeling with CART Ensembles and Bagging, multiple models were built and analyzed 

by calibrating the model training hyperparameters. The best model with transformed data was an 

ensemble of 60 CART trees W60a, which achieved coefficient of determination R2=94.3%, 

RMSE=$28.8 million, and MAPE=13.8%. Of the EBag models without data transformation, the 

models have better statistics. The selected best EBag model EYY30, with R2=97.7%, 

RMSE=$18.2 million and MAPE=10.2%. 

In Chapter 3, a new approach is developed for modeling and short-term forecasting of the 

dynamics of the Euro/US Dollar (EUR/USD) exchange rate as a function of 8 main 

macroeconomic indicators. Modeling is conducted according to the general research framework. 

In the first stage, the components of the multivariate time series were analyzed with the univariate 

ARIMA method, statistical tests and other analyses. In the second stage, the results of three 

different ensemble methods with ML were applied and compared: CART-Ensembles and bagging 

(EBag), Arcing and Random Forests (RF). The obtained results are such that predictors are 

determined from the values of the dependent variable Y=EUR/USD_FX_RATE and the lagged 

variables of the eight macroeconomic factors X1, X2, ..., X8. The three ensemble methods EBag, 

Arcing and RF are applied to model and forecast the exchange rate one month ahead. Multiple 

models were built and analyzed with each of the ensemble methods. Of these, four selected models 

are presented, using four groups of predictors. For EBag, the models with the best statistical 

performance were obtained with model G4, which matched the exchange rate data with R2=98.8% 

and had accuracy statistics RMSE=0.0174, MAPE=1.03%. Of the Arcing models with the best 

performance is model AG4 with R2=99.1%, RMSE=0.0152, MAPE=1.00%. Of the RF models, 

the best is model RG4 with: R2=98.6%, RMSE=0.0194, MAPE=1.20%. The adequacy of the 

models was established by diagnosing their residues with the Ljung-Box test. The MAPE statistics 

of the described models range from 1% to 1.2%, i.e. are below 10%, with which we can classify 

the obtained models as very accurate.  

In Chapter 4, hybrid methods are developed and explored. A one-dimensional dynamic 

series with monthly data on deposits of Bulgarian individuals in US dollars for a period of 227 

months was studied. The modeled data are divided into two parts, of which the larger observed 

parts are used to build the models, and the last three values are left to test and verify the accuracy 

of the models to predict "new data". First, hybrid Arcing-ARIMA models were built with 
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transformed data separately for two data samples – a sample with all available data (A) and a 

reduced sample (B) including 70% of the initial data. After transforming the data, parametric 

ARIMA models were built for comparison, which showed fit to the data with up to R2=58% and 

R2=49%, respectively, for the two samples A and B. Subsequently, four lagged variables were 

identified as predictors (respectively for lags 1, 2, 3, 6), first order trend and one time variable 

(Month). Several Arcing models were built, of which A50 was the chosen model for sample A and 

B60 for sample B. To eliminate serial correlation, the errors of these models were further modeled 

with a one-dimensional ARIMA model and hybrid Arcing-ARIMA models were constructed. 

Their indicators after retransformation for the full sample A were estimated at R2=98.5% and 

MAPE=12.5%, and for the reduced sample B – at R2=98.1% and MAPE=16.22%, respectively. 

Arcing-ARIMA hybrid models were developed with untransformed data. The selected best 

HA_AL120 hybrid model for the 224 data sample has statistics R2=99.6% and MAPE=12.9% and 

shows the most accurate predictions for the three test "future" months. Finally, Random Forests 

models were built with the untransformed data for comparison. By varying the hyperparameters, 

three models were identified, of which RF Model 2 was selected as the best model. Its residuals do 

not contain autocorrelation and have a near-normal distribution that does not require hybridization. 

RF Model 2 statistics are: R2=98.2% and MAPE=17.7%. Of the three modeling types in this 

chapter, the one with the best statistics and most accurate predictions for the test data is the hybrid 

Arcing-ARIMA model HA_AL120. 

The conclusion presents a brief summary, a list of publications on the dissertation work, 

approvals, and claims for scientific contributions of the doctoral student are systematized. 

The bibliography includes 135 sources. 

 

The dissertation work was developed at the "Mathematical Analysis" department of the 

Faculty of Mathematics and Informatics of "Paisii Hilendarski" University of Plovdiv in the period 

2020-2023. 

 

BRIEF CONTENTS OF THE DISSERTATION 

CHAPTER 1. INTRODUCTION 

1.1. Basic concepts of time series data 

The study of foreign exchange financial markets boils down to the processing, analysis and 

modeling of time series. We will consider the modeling task with regression type methods. The 

purpose of the regression type of model is both to describe and predict the observed data, and to 

make it possible to obtain predictions for the next points in time. The general form of a time series

( )Y t  is a sequence of numbers of the type 

 1 2( ) , ,.... ,,..., ,t N tY t y y y y y 
 (1.1) 

where  t  is time index, N is number of observations (sample size),  is the set of real numbers. 

To build a regression model, in the one-dimensional case, we look for a relationship between each 

observation ty  and several of its previous ones 1 2, ,...t ty y  . This process is called autoregressive 

and is only characteristic of dynamic data. In the presence of other lines related to (1.1) in the same 

scale and time period, the task becomes multidimensional. In a real situation, for a regression type 

of model, it will be possible to account for both autoregressive components of ( )Y t , and the 

influences of the other rows with their autoregressive terms. We will consider that r independent 

rows 1, 2, ,, ,..,t t r tX X X  are set in a vector for each t  1, 2, ,( , ,.., ).t t t r tX X XX  We are looking for an 

explicit form of the dependence (model) of Y on tX  on the form: 

ˆ( ) ( )tY t f X  (1.2) 
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The error (residue) of the model ˆ( )Y t  for each t denote with ( ) ( ) ( ).tt Y t f   X  This error is 

usually assumed to be uncorrelated with zero mean and constant variance
2  (white noise), i.e. 

2( ) N(0, )t  . 

Another basic concept of time series is the concept of stationarity. We say that a series is 

stationary if its mean and standard deviation do not change over time. Otherwise, it is non-

stationary and has a trend. A first-order trend is calculated by numerical differentiation according 

to the formula ( ) ( ) ( 1)Trend t Y t Y t    for each t. 

1.2. Methods used for modeling and research of foreign exchange financial markets 

As a general rule, in all studies in applied topics, it is noticed that the database of the central 

banks or statistical institutes in the studied countries is most often used as a source [22, 42], and 

for their statistical processing, the help of certain specialized and automated software products and 

statistical software [57, 103].  

 

Autoregressive integrated moving average method (Box Jenkins ARIMA) 

The Box-Jenkins forecasting methodology uses an iterative approach to determine a valid 

linear type parametric model. The general form of the model sets with a general formula the value 

of the row at each time point t. The model is written as ARIMA(p,d,q)s, where the parameters are: 

p - number of previous values for current t (lagged terms), d - number of trends, q - number of 

stochastic moving averages, s - seasonality. The selected model is compared with historical data 

to check how accurately it describes the temporal order. A model is considered acceptable if its 

residuals are small, randomly distributed, and contain no useful information. If a model is not 

satisfactory, the process is repeated with updated parameters. This procedure is repeated until a 

satisfactory model is found. The resulting model can be used for predictive purposes. 

 

Ensemble method of classification and regression trees with bagging (CART Ensembles 

and Bagging) 

EBag is an intelligent machine learning (ML) method with CART trees [19]. It is obtained by 

averaging the predictions of multiple models generated with the same algorithm for different 

redistributed (bootstrap) samples from the initial data. It is trained by default with cross-validation. 

EBag provides additional functions for mean and median relative weighting of predictors in a 

regression predictive model, differential weights in multiclass classification, missing value 

imputation, the results of all individual tree statistics in the ensemble, comparisons of all tree 

statistics, and more. (Fig. 1.3). EBag is poorly studied for financial data. 

 

 
Figure 1.3. Scheme of CART ensemble model. 
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Ensemble method with adaptive boosting (Adaptively resampling and combine) – Arcing  

Arcing is an algorithm based on CART resolution trees of the gradient boosting class [18]. It 

sequentially combines the models, with each subsequent one taking into account and improving 

the qualities of the previous models. The idea of the method is illustrated in Fig. 1.4. 

 

  
Figure 1.4. Scheme of Arcing model. 

Arcing enables more efficient training of single models, better prediction of test samples and 

hence obtaining an alternative ensemble model. Provides information as EBag. So far, this method 

has not been well researched for empirical data and has not been used in the field of foreign 

exchange financial markets. 

 

Random Forests method (Random Forests, RF) 

The use of RF is as a major 'benchmark' for machine learning applications [20]. It is one of the 

most preferred methods for prediction and multi-class classification. The way of learning and 

forecasting new data with OOB provides a great opportunity to obtain highly efficient models and 

forecasts in the complex realm of currency financial markets. The results of the RF models will be 

compared with the other approaches.  

 

Hybridization of models 

Sometimes it is necessary to further refine the results for the resulting model. In the case of 

time series, the statistical adequacy and applicability of the models require checks included in 

model error diagnostics or other requirements. For this purpose, error modeling and residual 

dependency extraction can be applied. In the current dissertation, the errors (residuals) are further 

modeled with ARIMA models. The hybrid model is obtained after summing the output model with 

the resulting ARIMA model. 

The theoretical foundations of ensemble methods are developed in [45, 66, 110, 119].  
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CHAPTER 2. MODELING OF FOREIGN CURRENCY 

DEPOSITS WITH ENSEMBLE METHODS 

This chapter presents a general framework of research in the dissertation. The EBag method is 

applied to predict monthly foreign currency deposit data.  

2.1. General framework of research in the dissertation work 

For the construction and analysis of predictive regression models, we propose and follow in 

the dissertation the following general framework, presented in Fig. 2.1. 

 

 

 
Figure 2.1.  General framework scheme. 

 

2.2. Data description, initial processing, and building a benchmark ARIMA model to identify 

predictors 

The research is based on official data on the deposits of Bulgarian citizens in the period 

February 2004 - April 2021, a total of N=207 records. Data are in millions of US dollars (USD), 

averaged over months. Their source is the Bulgarian National Bank [22]. 

The variable of the corresponding one-dimensional dynamic series is denoted by Depos. 

Descriptive statistics of initial deposit values are given in Table 2.2.  

 

 

 

Table 2.2.  Descriptive statistics of the dependent variable Depos 

Variable 
Average 

value 

Media

n 

Std. 

Deviation 

Dispersio

n 

Asymmetr

y 

Std. 

asymmetry 

error 

Excess 

Std. 

kurtosis 

error 

Depos, 

USD 
158.28 139.44 111.55 12444.39 1.009 0.169 0.983 0.337 
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These indicators suggest that the distribution of Depos is not close to normal. Kolmogorov-

Smirnov and Shapiro-Wilk tests are significant with values Sig.=0.001 and Sig.=0.000. We 

conclude that the initial variable Depos is not normally distributed. To stabilize the variance and 

improve the distribution of Depos, we apply the following Yeo-Johnson transformation: 

 

2

( 1) 1
0, 0

log ( 1) 0, 0
_ ( , ) , [ 2,2]

( 1) 1
0, 2

2

log ( 1) 0, 2

Y
Y

Y Y
Tr Y YJ Y

Y
Y

Y Y









 








  
 


  

   
  

  
 

    

 (2.1) 

where _Tr Y  is the transformed variable, and the parameter  is found by the researcher.   

After the transformation, we obtain the Tr_Depos variable with a normal distribution and use 

the ARIMA method to build a reference model. The model is: 

ARIMA(6,1,1)12. (2.2) 

The statistical indicators of model (2.2) are: 
2 51.7%R   and RMSE=3.837 million dollars.  

 

2.3. Application of ensemble CART method to data on currency deposits of Bulgarian citizens 

The constructed ARIMA model (2.2) suggests choosing predictors from the lagged variables 

with up to p=6 lags (lags back from each current). For our case, we will also consider the 

differentiated time series of the first order, describing the presence of a trend. We apply the EBag 

method with different numbers of trees in the ensemble and with different numbers of lagged 

variables. To avoid possible overfitting of the EBag models, they are trained by 10-fold cross-

validation. Of all the obtained models, we choose the W40 and W60a models (with 40 and 60 trees 

in the ensemble, respectively) as the best. After retransforming the predicted values and returning 

to the initial variable Depos, the predicted values from the W40 and W60a models are calculated. 

The resulting variables are denoted by Predicted_W40 and Predicted_W60a, respectively. Their 

statistics calculated for all data (at N=207) show a slight decline. They are given in Table 2.9. 

 

Table 2.9.  Statistics of the models W40 и W60а after retransformation. 

Model R2 RMSE MAPE 

Predicted_W40 0.941 29.951 0.152 

Predicted_W60a 0.943 28.820 0.138 

To analyze the adequacy of the selected W40 and W60a models, their residuals were examined. 

The residuals are within the theoretical error 2 / N  as can be seen from their ACF diagram in 

Figure 2.13. 
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Figure 2.13.  Autocorrelation function (ACF) of the residuals of models W40 and W60a. 

The constructed EBag models W40 and W60a can be considered statistically valid. The 

numerical results for the last three months predicted by these models are given in Table 2.12. A 

better prediction of W60a is reported, especially for the first two months. 

Table 2.12. Comparison of predicted values from Tr_Depos204's EBag models for the three 

months of testing. 

Variable February, 2021 March, 2021 April, 2021 

Depos 30.562 48.952 16.083 

ARIMA(6,1,1) 18.642 6.878 8.779 

W40 18.184 19.587 19.392 

W60a 27.711 36.409 35.323 

2.4. Application of the EBag method for Depos204 without transforming the data 

We repeat the study using the same data described in paragraph 2.2. Here again we have 

separated the last three data (months February, March and April 2021) for testing. As already noted 

in 2.3, since the data are not normally distributed, the use of classical parametric methods is not 

recommended. In our case, we will use EBag, which has no restrictions on the allocation of 

variables. We conduct the research without transformation of the source data. 

Following paragraph 2.3 possible predictors of Depos204 are its lagged variables Depos <1, 2, 

3, 6> and Trend204. A large number of models were built and evaluated. To calibrate the models, 

the following hyperparameters were varied: number of CART trees T in the ensemble of 40, 50, 

60 and 70; type of training – cross-validation CV 5 and CV 10; ratio between minimum 

observations in parent to descendant node m1:m2 – 5:5, 10:5. Table 2.14 shows the statistics of 

selected EBag models. From the first group of models with m1:m2=10:5, the best performance is 

model EY30. But it is inferior to model EYY30 from the remaining group with m1:m2=5:5, which 

we will choose as the best.  

Table 2.14.  Statistics of selected Depos204 EBag models without data transformation. 

EBag 

model 

Number 

of trees  
m1:m2 CV Predictors R2 RMSE MAPE 

EY30 30 10:5 CV10 Depos204<1>, <6>, 

Depos204_d1 

0.9516 25.623 0.163 

EY50 50 10:5 CV10 Depos204<1>, <6>, 

Depos204_d1 

0.9512 25.948 0.166 

EY60 60 10:5 CV10 Depos204<1>, <6>, 

Depos204_d1 

0.9513 25.971 0.164 
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EY60a 60 10:5 CV10 Depos204<1>, <3>, <6>, 

Depos204_d1 

0.9560 25.074 0.155 

EY60b 60 10:5 CV10 Depos204<1>, <2>, <3>, 

<6>, Depos204_d1 

0.9559 25.178 0.164 

EYY30 30 5:5 CV10 Depos204<1>, <6>, 

Depos204_d1 

0.9765 18.218 0.102 

EYY30a 30 5:5 CV5 Depos204<1>, <6>, 

Depos204_d1 

0.9765 18.195 0.102 

EYY40 40 5:5 CV10 Depos204<1>, <6>, 

Depos204_d1 

0.9767 17.966 0.103 

EYY50 50 5:5 CV10 Depos204<1>, <6>, 

Depos204_d1 

0.9777 18.032 0.104 

EYY60 60 5:5 CV10 Depos204<1>, <6>, 

Depos204_d1 

0.9777 18.162 0.103 

Figure 2.17 shows a plot comparing the original data with the predicted values of EYY30. A 

very good approximation is observed. After recalculating the statistics for N=207 data, we get: 

R2=0.9766 or 97.7% data fit and error RMSE=$18.174 million, MAPE=0.109 or 10.9%. 

 

 
Figure 2.17. Observed values of the deposit time series Depos (blue line) and those predicted by 

the EYY30 model (red line). 

In order to demonstrate the absence of autocorrelation in the residuals of the selected EYY30 

model, Figure 2.20 presents the residual autocorrelation function (ACF). It can be seen that all the 

ACF coefficients of the residuals up to lag 24 are within the confidence intervals. 

We can conclude that an EBag model without data transformations is adequate and can be 

applied to predict the order Depos207. 

Estimated values for the last three months not involved in modeling for models EY30 and 

EYY30 are given in the following Table 2.15. One can note the good forecasting of most models 

for the first and second months, while for the third month there are greater inaccuracies. This is 

due to the use of the small number of predictors. 
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Figure 2.20.  ACF of the residiuals on model EYY30 

Table 2.15. Estimated values from Depos204's EBag models without data transformation for the 

three test months 

Variable February, 2021 March, 2021 April, 2021 

Depos 30.562 48.952 16.083 

EY30 31.284 39.643 39.643 

EYY30 26.811 40.000 40.000 

 

CHAPTER 3. MODELING OF THE EUR/USD EXCHANGE 

RATE 

In this chapter, in order to achieve the most accurate forecast possible of the development of 

the EUR/USD exchange rate, we will focus on the dependence of foreign exchange trading, taking 

into account the influence of key macroeconomic indicators. 

Modeling is carried out in two main stages, namely predictor selection and model building 

according to the general framework. In the first stage, we use time series analysis and the Box-

Jenkins univariate ARIMA approach [15, 87, 48], as well as statistical tests. In the second stage, 

after we have determined the relevant predictor time series from the macroeconomic factors for 

modeling and forecasting the EUR/USD exchange rate, we apply and compare the results of three 

different ensemble methods with MO: CART-Ensembles and bagging (EBag), Arcing and Random 

Forests (RF). 

3.1. Data used for analysis and forecasting of the EUR/USD exchange rate and initial 

processing  

This chapter uses official data provided by Bloomberg Professional Terminal. The data are 

arranged by month, with the dynamic row covering the period December 1998 - December 2021, 

or a total of N=277 cases. The variables and their descriptive statistics are given in Table 3.1. 

Table 3.1. Descriptive statistics of the data used to model the EUR/USD exchange rate. 

Variable Description Unit 
Average 

vallue 
Median 

Std 

deviation 

Y EUR/USD_FX_RATE unit 1.1997 1.1996 0.1603 

X1 EUROZONE_UNEMPLOYMENT % 9.3401 9.1000 1.3455 

X2 USA_UNEMPLOYMENT % 5.8769 5.4000 1.9333 

X3 EUROZONE_INFLATION index 92.619 93.310 9.6647 

X4 USA_INFLATION % 2.2415 2.1000 1.3511 

X5 ECB_INTEREST_RATE % 0.8529 0.2500 1.2893 

X6 FED_INTEREST_RATE % 1.8673 1.2500 1.9222 

X7 EUR_10Y_BUND_YIELD % 2.4485 3.0250 1.9060 
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X8 USD_10Y_BOND_YIELD % 3.2976 3.1435 1.4196 

The magnitude of the EUR/USD exchange rate, denoted by Y=EUR/USD_FX_RATE, is 

considered the dependent variable. The specificity of the dynamic series data in Table 3.1 is that 

they are measured simultaneously, which makes it difficult to make real-time predictions about 

their future values. Figure 3.2 shows the boxplots of the standardized variables of Y. From these it 

can be concluded that the distributions of all the variables are close to normal. This is most clearly 

expressed for the dependent variable Y= EUR/USD_FX_RATE. 

 
Figure 3.2.  Box plot of the time series distributions used to model the exchange rate. 

After checking the necessary normality assumption of the original independent time series, 

their autocorrelation functions were examined and univariate ARIMA analysis modeling was 

performed for each of them separately. Some of the constructed models are shown in Table 3.3.  

 

Table 3.3. Statistics of the resulting univariate ARIMA models for selecting predictors for 

modeling the EUR/USD exchange rate 

Variable Description ARIMA 

(p,d,q)12 

Significance 

of Ljung-Box 

test  

2R  

Y  EUR/USD_FX_RATE (0,1,0)12 0.103 0.956 

X1 EUROZONE_UNEMPLOYMENT (0,1,9)12 0.198 0.996 

X2 USA_UNEMPLOYMENT (0,1,1)12 0.987 0.867 

X3 EUROZONE_INFLATION (0,1,6)12 0.071 1.000 

X4 USA_INFLATION (0,1,1)12 0.202 0.946 

X5 ECB_INTEREST_RATE (0,1,3)12 0.056 0.989 

X6 FED_INTEREST_RATE (0,1,9)12 0.684 0.991 

X7 EUR_10Y_BUND_YIELD (0,1,3)12 0.740 0.991 

X8 USD_10Y_BOND_YIELD (0,1,0)12 0.383 0.969 

The models have excellent predictive qualities with a large coefficient of determination 

showing a match with the modeled data from 87% for USA_UNEMPLOYMENT to 100% for 

EUROZONE_INFLATION. The most important information for us from Table 3.3 is that a first-

order trend is identified in all models, i.e. d=1 for all variables and a zero autoregressive (AR) term 

(ie, p=0). 
 

3.2. Application of CART Ensembles and Bagging to Modeling the Exchange Rate 

Aiming to build EBag models, we use the lagged variables of X1,X2…,X8, divided into four 

predictor groups according to the type of their information, namely: 
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 Data with the unemployment indices in the EU and the USA; 

 Variables with EU and US inflation data; 

 The main interest rates of the ECB and the FED; 

 The yield of 10-year US and European bonds. 

 

In the modeling process, a large number of models were built by varying their hyperparameters, 

and the best-performing models turned out to be the EBag models with 40 trees, standard 10-fold 

cross-validation, and a minimum of 5:5 endpoint observations. Table 3.6 shows the results 

achieved, where the models are labeled G1, G2, G3 and G4. 

 

Table 3.6. Statistics of the selected EBag models for the exchange rate 

Model Predictors RMSE MAPE R2 

G1 1 2,LX LX  0.0408 0.0222 0.9377 

G2 1 2 3 4, , ,LX LX LX LX  0.0182 0.0108 0.9874 

G3 1 2 3 4 5 6, , , , ,LX LX LX LX LX LX  0.0185 0.0108 0.9868 

G4 1 2 3 4 5 6 7 8, , , , , , ,LX LX LX LX LX LX LX LX  0.0174 0.0103 0.9884 

 

Figure 3.3 illustrates a row plot of the original EUR/USD_FX_RATE data compared to that 

predicted by the best G4 model. 

 

 
Figure 3.3.  Comparison of the original data for Y = EUR/USD_FX_RATE with the 

predicted values from the EBag model G4. 

3.3. An Arcing application for modeling exchange rate data 

We repeat the study as predictors using the same variables as for the EBag models, divided 

into the four groups according to the type of their information (see paragraph 3.2). The dependent 

variable is Y=EUR/USD_FX_RATE, from which the last value (for December 2021) has been 

removed and used for verification. 

In the modeling process, a large number of models were built by selecting and calibrating the 

main hyperparameters. Table 3.7 shows the results achieved, where the models are labeled AG1, 

AG2, AG3 and AG4.  

 

 

 



16 

Table 3.7. Statistics of the received Arcing models of the exchange rate. 

Model Predictors RMSE MAPE R2 

AG1 1 2,LX LX  0.0349 0.0227 0.9580 

AG2 1 2 3 4, , ,LX LX LX LX  0.0164 0.0107 0.9897 

AG3 1 2 3 4 5 6, , , , ,LX LX LX LX LX LX  0.0160 0.0104 0.9901 

AG4 1 2 3 4 5 6 7 8, , , , , , ,LX LX LX LX LX LX LX LX  0.0152 0.0100 0.9912 

 

Figure 3.9 shows a plot of all the original EUR/USD_FX_RATE data compared to the 

predicted values from the best AG4 model. A very good match is observed, except for some 

extreme values, which is characteristic of ensemble methods whose models are calculated by 

averaging. 

 
Figure 3.9. Comparison of the original data for Y = EUR/USD_FX_RATE with the 

predicted values from Arcing model AG4. 

The quality of approximation of the original EUR/USD_FX_RATE data with the selected best 

Arcing model АГ4 is illustrated in Figure 3.11 with 95% confidence intervals. 

 

  
Figure 3.11. Scatterdot of EUR/USD_FX_RATE against predicted values from Arcing model 

AG4. 

An important advantage of the studied ensemble models is that information is extracted about 

the weights of the used predictors. For model AG4, Figure 3.12 shows the mean and median values 
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of the relative contribution of the predictors. The biggest relative influence is EU inflation (100), 

followed by EUR_10Y Bund yield (88), USD_10Y Bund yield (63) and ECB interest rate (57). 

 

 
Figure 3.12. Relative weight of predictors in model AG4.   

3.4. Modeling the exchange rate with Random Forests 

We repeat the study using the same predictor variables as for the EBag and Arcing models, 

following the general research framework. For RF modeling, the inclusion of the first lagged 

dependent variable Y=EUR/USD_FX_RATE to the eight predictors proved appropriate. I.e. here 

the predictor variables are nine. Multiple models were built varying the RF hyperparameters, with 

the best statistical results with RF models obtained with T=350 trees, minimum observations at 

terminal node Atm=5, and mtry=3. The selected models are labeled RG1, RG2, RG3 and RG4, 

and their corresponding statistics are given in Table 3.9. From these tables it can be seen that the 

last three models have very close measurements, with the RG4 model being the best. 
 

Table 3.9. Statistics of selected RF exchange rate models 

Model Predictors 
 

RMSE MAPE R2 

RG1 1 2, ,LY LX LX   0.0208 0.0131 0.9837 

RG2 1 2 3 4, , , ,LY LX LX LX LX   0.0196 0.0120 0.9858 

RG3 1 2 3 4 5 6, , , , , ,LY LX LX LX LX LX LX   0.0194 0.0121 0.9861 

RG4 1 2 3 4 5 6 7 8, , , , , , , ,LY LX LX LX LX LX LX LX LX   0.0194 0.0120 0.9862 
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The relative influence of the individual predictors in the RG4 model is visualized in Figure 3.17. 

 
Figure 3.17.  Influence of the predictors of RF model RG4. 

Autocorrelation examination of the residuals of model RG4 with Figure 3.18 shows that they 

contain no autocorrelation. 

 
Figure 3.18. Autocorrelation function of RF model RG4 residuals 

For the last test value for the last month for the EUR/USD exchange rate equal to 1.1370 the RF 

model predictions are as follows: 

1.12445 (RG1), 1.12640 (RG2), 1.13115 (RG3), 1.13674 (RG4). The predicted value of the RG4 

model is very accurate, with an absolute error of less than 0.0003. 

CHAPTER 4. MODELING OF BANK DEPOSITS WITH HYBRID 

METHODS 

In this chapter, results are obtained for univariate time series modeling with a hybrid approach 

based on intelligent methods with ML and univariate seasonal ARIMA. The Arcing method with 

subsequent hybridization has not been used so far by other authors in the field of financial markets. 

Since no formal such application has yet been found in the scientific literature on this problem, we 

accepted the challenge to demonstrate the capabilities of this approach.  

4.1. Problem description and data 

В The study models a univariate time series of bank deposit data, using an extended sample, 

against the data of Chapter 2. The developed general framework used in Chapters 2 and 3 is applied 

to identify lagged variables and trends to construct predictors. In the study, we use the officially 

published data of the BNB [22] on bank deposits in millions of US dollars of individuals on an 

average monthly basis. The data covers the period from February 2004 to October 2022, (N=227 

records) and is an extended version of the data from Chapter 2, with a new 20 months. 

100

4.30 1.51

23.12

0.49 4.41 0.25
7.75

1.53
0

20

40

60

80

100

120

LY LX1 LX2 LX3 LX4 LX5 LX6 LX7 LX8



19 

4.2. Building and analyzing reference univariate ARIMA models of Tr_DeposA and 

Tr_DeposB, and identifying predictors 

To predetermine the possible values of the parameters, we examine the ACF and PACF of the 

respective rows. The corresponding graphs are given in Figure 4.6. The smooth decrease of ACF 

coefficients with time is characteristic of time series without cycles and seasonality in the data. 

PACFs show several values outside the confidence intervals. This is an indicator for determining 

the parameters of the corresponding ARIMA model. In our case, p, q are within 1 to 6 for both 

rows Tr_DeposA, Tr_DeposB. with a more pronounced lag 6 for the first row. 

 
Figure 4.6.  ACF and PACF plots of time series Tr_DeposB. 

Various ARIMA models were built and tested. From these, models were selected for 

Tr_DeposA: (4.4) ARIMA(2,1,3) and for Tr_DeposB: (4.5) ARIMA(2,1,0). The statistical 

estimates of model (4.4) are R2=0.578, MAPE=29.62%, and for model (4.5) R2 =0.492, 

MAPE=29.59%. The obtained statistical estimates for both models (4.4) and (4.5) are not 

satisfactory. However, the resulting ARIMA models allow for some initial selection of predictors 

for conducting regression with more powerful methods. 

4.3. A hybrid Arcing-ARIMA method for forecasting bank deposits 

In the previous paragraph for the variables Tr_DeposA and Tr_DeposB we identified possible 

predictors from their lagged variables – up to p, q equal to 6. Also, the presence of a trend 

(parameter d) in the models (4.4), (4.5) allows us to use the data with trends for predictors. 

Additionally, to reflect that the data is time dependent, we can also include a nominal month 

variable to account for the time. 

We apply the Arcing method with different numbers of trees in the ensemble. Model training 

was performed using a standard 10-fold CV. The ratio of the minimum number of cases in a parent 

node (m1) to the minimum number of cases in a child node is m1=5, m2=5. The number of trees 

specified in the models is denoted by T. Table 4.10 presents the main indicators of selected Arcing 

models for forecasting the Tr_DeposA and Tr_DeposB time series. The models of Tr_DeposA are 

marked with A, those of Tr_DeposB with B, respectively. We define A50 and B60 as the best 

models. To analyze the adequacy of the selected models A50 and B60, their residuals were 

examined. The residuals are not within the expected limits, as can be seen from their ACF plots in 
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Figure 4.11. More significant deviations are observed for the first model.

    
Figure 4.11. ACF plots of the residuals of models A50 and B60.  

Due to this reason, we will further model the residuals of A50 and B60 using a univariate 

ARIMA method. The resulting models are labeled ResA50_ARIMA(1,0,9) and 

ResB60_ARIMA(0,0,22), respectively. Finally, we add the predicted values of the Res_ARIMA 

models to the Arcing models A50 and B60 according to (1.26) and obtain hybrid models, denoted 

as hybrid Arcing-ARIMA (HA50, HB60). We denote the comparison statistics of these hybrid 

models after retransformation to the initial units by retr_HA50 and retr_HB60. The comparison of 

these models with all initial data Depos227 and Depos160, respectively, are given in Table 4.12. 

 

Table 4.12. Comparison of the approximation of the retransformed hybrid Arcing-ARIMA 

models to the full samples Depos227 and Depos160. 

Model RMSE MAPE R2 

retr_HA50 15.9538 12.5% 0.9854 

retr_HB60 18.8841 16.22% 0.9813 

 

The models were applied to forecast a sample of Depos three months ahead. The results are as 

follows: exact values: (80, 79, 170) million dollars calculated by retr_HA50 (123, 76.5, 104). For 

the reduced retr_HB60 sample, the predictions are (114, 74, 129), respectively. These results are 

not satisfactory, despite the good statistical performance of the models. 

 

4.4. Hybrid Arcing-ARIMA deposit modeling without data transformation 

Since ML methods do not depend on the type of distribution, in this paragraph we will build 

and investigate Arcing models without data transformation. The goal is to calibrate the models to 

get more accurate predictions. The same approach is used with trend and lagged variables as 

predictors. For model training, hyperparameters were varied with number of trees in ensemble T= 

30, 40, ..., 150; CV10 and CV5 cross-validation; m1:m2=5:5, and 10:5. 

The best results were obtained with three predictors, CV10-fold and m1:m2=5:5. Basic 

statistics of selected models are given in Table 4.13. A smooth improvement of statistical indicators 

is observed. We chose AL120 as the best model because for a larger number of trees, R2 and the 

other statistics improve very little, and the predictions for the test data get worse. 

To check the adequacy of the AL120 model, we plot the ACF of its residuals in Figure 4.19. 

ACF values are critical, and some of them are outside the confidence intervals..  
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Table 4.13. Arcing Model Depos 224 Statistics without data transformation. 

ARC 

model 

Number of 

trees T 

Predictors R2 RMSE MAPE 

AL30 30 Depos224 <1>, <2>, Trend224  0.9939 13.662 0.355 

AL50 50 Depos224 <1>, <2>, Trend224 0.9957 10.328 0.246 

AL70 70 Depos224 <1>, <2>, Trend224 0.9963 9.118 0.234 

AL100 100 Depos224 <1>, <2>, Trend224 0.9968 8.208 0.212 

AL120 120 Depos224 <1>, <2>, Trend224 0.9970 7.865 0.202 

AL150 150 Depos224 <1>, <2>, Trend224 0.9970 7.567 0.1931 

 

 
Figure 4.19.  ACF of the residiums of the model AL120.  

To overcome this shortcoming we build a hybrid model by modeling the residuals with 

ARIMA. The order with the residues is labeled Res_AL120. We built an ARIMA(1,0,1) model for 

it. We denote the hybrid model by HA_AL120. The residuals of this hybrid model no longer 

contain autocorrelation, and the statistics of the HA_AL120 hybrid model compared to the entire 

Depos227 sample are given in Table 4.16. 
 

Table 4.16.  HA_AL120 hybrid model statistics 

Model R2 RMSE MAPE DW 

HA_AL120 0.9963 7.377 0.129 1.936 
 

The forecast accuracy with the hybrid Arcing-ARIMA model HA_AL120 for the past 24 

months is shown in Figure 4.21. To the right of the vertical line are the predictions for the last three 

months of testing. A very good quality of prediction is reported for the simulated future three data. 

 
Figure 4.21.  Predictions of the hybrid Arcing-ARIMA model HA_AL120 for test data.  
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4.5. Modeling bank deposits with the Random Forests method without data transformation  

We apply the Random Forests (RF) method for univariate modeling and forecasting to the 

foreign currency bank deposit data. The data described in paragraph 4.1 are used. All available 

data for 227 months is denoted by the Depos227 variable. Since the data is not normally distributed, 

the use of classical parametric methods such as multiple linear regression, ARIMA and others is 

not recommended. In our case, we will use RF, which has no restrictions on the distribution of 

variables. We conduct the research without transformation of the source data. Following the results 

and conclusions of paragraph 4.2, we will use the following time series as predictors: first-order 

trend and the lagged variables Depos224<1>, Depos224<2>,…, Depos224<6>. The RF 

hyperparameters are: number of trees (Mtree), minimum observations at a terminal node of the tree 

(Atm, atoms), number of predictors randomly selected from the total number of predictors (Mtry) 

separately for each split at each node of each RF tree. Multiple models were built varying the 

predictors. The hyperparameters were set to Mtree = 500, 700, and 1000; Atm = 2, 5, 10, and 20; 

Mtry=3, and the models were trained with the standard OOB test sample. 

The best training and prediction results were obtained with the following hyperparameters: 

Mtree = 1000, Atm = 5, Mtry = 3. The final statistics for the three best predictive RF models of 

Depos224 are given in Table 4.20. Smallest errors and highest R2=98.2% are achieved with 

RFModel 2. It is generated with the Trend variables and the first two lagged variables 

Depos224<1>, <2>. Next is RFModel 3, in which Depos224<6> also participates.  
 

Table 4.20.  Statistics of the best predictive RF models compared to the full sample 

Depos227. 

Model RMSE MAPE R2 

RFModel 1 22.841 25.4% 97.03% 

RFModel 2 17.172 17.7% 98.22% 

RFModel 3 19.855 22.0% 97.68% 
 

Figure 4.23 shows the RFModel 2 approximation for the entire Depos227 time series. A very 

good match is observed, except for some peak values. This phenomenon is characteristic of 

ensemble vitr methods, due to the averaging of the predictions of many trees.  

 
Figure 4.23.  Comparison of initial time series of deposit data with forecasts from RFModel 2. 
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Table 4.21.  Relative weights of variables in the RF models and predicted values of the 

best RF models. 

Model Trend 
Depos2

24<1> 
<2> <3> <6> 

Forecast for the last 3 

months 

RFModel 1 100 71.3 4.7 5.8 2.6 (85.4, 124.5, 118.7) 

RFModel 2 100 92.6 3.7 - - (83.6, 137.6, 148.3) 

RFModel 3 100 81.8 6.0 - 2.5 (84.5, 121.8, 134.1) 
The check-up of the adequacy of the model shows that all ACF values of the residuals are 

within the confidence limits, therefore we can conclude that the selected best RF model RFModel 

2 is adequate and the predictions obtained in the last column of Table 4.20 can be used for 

interpretation. 

 

CONCLUSION  

The main conclusion we can make is that the aim of the present dissertation work and the set 

tasks have been achieved. The main part of the obtained results were published in 4 scientific 

publications. 4 reports were presented at scientific forums and seminars. 

 

Claims for scientific and scientific-applied contributions 

Получените The obtained scientific and scientific-applied results of the dissertation work 

can be systematized as follows: 

1. A general research framework for statistical modeling of univariate and multivariate time 

series in the field of currency and financial markets has been developed and applied. The 

framework includes a predictor identification approach and the application of understudied 

intelligent machine learning methods for forecasting and short-term forecasting. 

2. Effective predictive models of one-dimensional time series for foreign currency deposits 

of Bulgarian citizens have been built and analyzed. For this purpose, the CART Ensembles and 

Baggigning (EBag) ensemble method has been applied and studied for the first time in this field. 

The models without data transformation were found to be more accurate and reach a match with 

the real values up to 97.7%. The models have been applied to obtain forecasts for deposits 3 months 

ahead and show significantly better results than the reference ARIMA model. 

3. Highly efficient multivariate time series forecasting models for the EUR/USD exchange 

rate depending on macroeconomic factors were built and analyzed using three methods - EBag, 

Arcing and Random Forests. For the first time in the field of financial and currency markets, the 

Arcing ensemble method of the gradient amplification class has been applied and studied. The 

influence of individual macroeconomic factors on the exchange rate has been determined. The 

obtained modeling results show an accuracy advantage of the Arcing models with a mean absolute 

percentage error (MAPE) equal to 1% and reaching a data match of up to 99.1%. The one-month-

ahead forecasts for all three methods are comparable to the accuracy of the observations. 

4. An approach for hybrid Arcing-ARIMA modeling of data for deposits of Bulgarian 

citizens with transformed and untransformed data was developed and implemented. The resulting 

hybrid models with untransformed data were found to be more accurate and achieve statistical 

indicators MAPE=12.9%, matching data up to 99.6%, and most accurate forecasts for the three test 

"future" months not included in the modeling. These results have been shown to outperform the 

predictive capabilities of standard ARIMA and Random Forests methods..  
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The following table shows the relationship between the main results obtained, the set goal and 

tasks, the contributions and the publications of the dissertation work. 

 

  Table. Relation of main results to objectives and publications.. 

Contribution Purpose Task Paragraph Publications 

1) 1 1 2.1 [P1] 

1) 1 2 2.3, 2.5.1, 3.1.3, 4.2, 4.3.1 [P1, P2, P3] 

2) 1 3  2.4, 2.5, 4.5 [P1, P4] 

3) 1 4 3.2, 3.3, 3.4 [P2] 

4) 1 5 4.3, 4.4  [P3] 
 

 

Approbation of the scientific and scientific-applied results 
 

А) Participation in projects 

Some of the results have been tested and used in the following scientific projects: 

1. MU21-FMI-015 (2021-2022): "High-performance predictive algorithms with machine 

learning for modeling data from ecology, industry and education" led by Assoc. Dr. 

Hristina Kulina, funded by the "Scientific Research" Fund at PU "Paisii Hilendarski" 

(finished). 

2.  KP-06-Н52/9 (2021-2024): "Research of mathematical and statistical methods with 

machine learning for intelligent information processing" headed by Assoc. Dr. Hristina 

Kulina, financed by the Scientific Research Fund at the Ministry of Education and 

Science (acting). 

 
B) Papers presented at scientific forums 

Part of the results obtained in the dissertation work have been reported at the following national 

and international conferences, scientific sessions and seminars: 

1. 13th International Hybrid Conference for Promoting the Application of 

Mathematics in Technical and Natural Sciences (AMiTaNS'21), 24–29 June 2021, 

Albena, Bulgaria. 

2. Report on the topic: "Statistical models of citizens' savings in foreign currency", 

seminar of the Department of Mathematical Analysis of Mathematical Modeling 

and Applications, 06/26/2021 https://www.fmi-plovdiv.org/GetResource?id= 3908 

3. Report on the topic: "Ensemble methods for modeling and forecasting the 

EUR/USD exchange rate", seminar of the Department of Mathematical Analysis of 

Mathematical Modeling and Applications, November 26-27, 2022, Hisar, 

https://www. fmi-plovdiv.org/GetResource?id=4372 

4. Report on the topic: "Using hybrid methods for forecasting bank deposits of 

individuals", seminar of the Department of Mathematical Analysis of Mathematical 

Modeling and Applications, 05/12/2023, https://www.fmi-plovdiv.org/ 

GetResource?id=4480 

5. ACM-2023 6th International Conference on Mathematics and Statistics (ICoMS 

2023), July 14-16, 2023, Leipzig, Germany.. 
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Prospects for future work 

Further research and publications in the field of the subject of this dissertation can be directed 

in the following directions: 

1. Further development of the framework for identification and selection of predictors 

based on classical and intelligent methods of processing data from currency markets and 

the financial sphere. 

2. Application of other types of methods with machine learning such as neural 

networks, etc. in order to forecast temporal lines in real time. 

3. Further development and obtaining results with hybrid modeling. 

4. Application of the developed approach for research and short-term forecasting of 

other exchange rates. 

5. Publication of the dissertation work in an expanded version as a book. 
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